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Background

Conditions C1-C4 are listed as follows: for each n ≥ 0,

C1: there exists a state xn+1 and αn ∈ (0, 1) s.t. pn({xn+1}|x , a) ≥ αn

C2: there exists a measure µ with µn(Sn+1) > 0 s.t. pn(·|x , a) ≥ µn(·)

C3: there exists a measure ν with νn(Sn+1) < 2 s.t. pn(·|x , a) ≤ νn(·)

C4: there exists a number βn ∈ (0, 1) s.t.

sup
B∈B(Sn+1)

|pn(B |x , a)− pn(B |x ′, a′)| ≤ βn

C1 → C2 → C4 ← C3
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Our aim: Under the Condition C4 for non-stationary case, we establish the

average optimality equation (AOE), which can be used to prove the existence

of the optimal/ϵ-optimal Markov policies.
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non-stationary MDP

{
S ,An(x), pn(·|x , a), rn(x , a)

}
S : Borel state space

An(x): admissible actions at n

pn(·|x , a): transition probability from stage n to stage n + 1

rn(x , a): reward function at time n, Borel measurable

Average reward criterion:

V (π, x) := lim inf
N→∞

∑N−1
n=0 Eπ

x rn(Xn,An)

N
, (1)

For any x ∈ S , let V ∗(x) := supπ∈Π V (π, x)
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Banach fixed point theorem

Let (V , d) be a metric space. A function G from V into itself
is said to be a contraction operator if for some β satisfying
0 ≤ β < 1 one has for all u, v ∈ V

d(Gu,Gv) ≤ βd(u, v)

If G is a contraction operator mapping a complete metric
space (V , d) into itself, then G has a unique fixed point v∗,
e.g. Gv∗ = v∗

In the bounded and homogeneous case, v∗ denotes the limit
of the VI functions vk = Gvk−1 = G kv0
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Extension of span fixed point theorem

Bn is a complete space under a span semi-metric ρn on Bn.

ρn(u, v) := dn(u − v) where dn is a span semi-norm

dn(u) := sup
x∈Sn

u(x)− inf
x∈Sn

u(x) = sup
x,y∈Sn

|u(x)− u(y)| (2)

B :=
∏∞

n=0 Bn

(Gn) is a sequence of operators Gn : Bn+1 → Bn.

Defining a map G : B → B by

G (un) := (Gnun+1) for (un) ∈ B , un ∈ Bn, (3)

where un+1 ∈ Bn+1 and Gnun+1 ∈ Bn for all n ≥ 0, and so

(Gnun+1) ∈ B .
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Theorem 1

Let the complete space (Bn, ρn) be equipped with span semi-metric ρn. Given

any point b = (bn) ∈ B :=
∏∞

n=0 Bn, suppose the followings are satisfied:

(i) limn→∞ supm cn,m = 0,

(ii) ρn(Gnun+1,Gnvn+1) ≤ ρn+1(un+1, vn+1) for all un+1, vn+1 ∈ Bn+1

(iii) ρn(bn,Gn · · ·Gn+mbn+m+1) ≤ cn,m for all n,m ≥ 0.

Then, the following assertions hold.

(a) For each n ≥ 0, there exists a function u∗n such that the limit

limk→∞ ρn(u
k
n , u

∗
n ) = 0 exists, where ukn is given by

u0n := bn, ukn := Gnu
k−1
n+1 for all k ≥ 1. (4)

(b) The u∗ := (u∗n ) is in B(b), and it is a unique fixed point of G , that is

ρn(u
∗
n ,Gnu

∗
n+1) = 0, for all n ≥ 0,
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Useful concepts

It is known that each Borel-measurable function is upper semianalytic. Hence,

rn(x , a) is upper semianalytic on Kn for each n ≥ 0. Given n ≥ 0, the set of all

upper semianalytic and bounded functions on Sn is denoted by Ma(Sn).

Obviously, Mb(Sn) ⊂ Ma(Sn). In the following, we consider the space Ma(Sn).
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Lemma 1

Given any n ≥ 0 and u ∈ Ma(Sn+1), define the function ûn by

û(x) := sup
a∈An(x)

{
rn(x , a) +

∫
Sn+1

u(y)pn(dy |x , a)
}

x ∈ Sn.

Then, the following assertions hold.

(a) The function û(·) is upper semianalytic on Sn, and û ∈ Ma(Sn);

(b) For every ε > 0, there exists a fn (depending on ε) such that

rn(x , fn(x)) +

∫
Sn+1

u(y)pn(dy |x , fn(x)) ≥ û(x)− ε ∀ x ∈ Sn. (5)
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Remark: This selection theorem does not require such conditions to guarantee

the existence of the selector.

We define the operator Gn as following

Gnu(x) := sup
a∈An(x)

[
rn(x , a) +

∫
Sn+1

u(y)pn(dy |x , a)
]
, u ∈ Ma(Sn+1), (6)

which is defined well (by û Lemma 1)
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Condition (C4)

For each n ≥ 0, there exists a number βn such that

supB∈B(Sn+1) |pn(B |x , a)− pn(B |x ′, a′)| ≤ βn for all (x , a), (x ′, a′) ∈ Kn;

Lemma

Under Condition C4, we have

ρn(Gnu,Gnv) ≤ βnρn+1(u, v) ∀ u, v ∈ Ma(Sn+1) and n ≥ 0,

where βn is the number in Condition C4.
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Assumption A

For each n ≥ 0, there exists a number βn such that

(1) supB∈B(Sn+1) |pn(B |x , a)− pn(B |x ′, a′)| ≤ βn for all (x , a), (x ′, a′) ∈ Kn;

(2) limn→∞ β1 · · ·βn−1Ln = 0, where

Ln := dn(r
∗
n ) +

∞∑
k=1

βn · · ·βn+k−1dn+k(r
∗
n+k) (7)

where r∗n (x) := supa∈An(x) rn(x , a), x ∈ Sn, n ≥ 0
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Theorem 2

Under Assumption A, the following assertions hold.

(a) For each n ≥ 0, define a sequence of functions {uk
n , k = 0, . . .} in Ma(Sn) by

u0n(x) := 0, uk
n (x) := Gnu

k−1
n+1 (x)

Then, there exists some function u∗n ∈ Ma(Sn) such that

lim
k→∞

ρn(u
k
n , u

∗
n ) = 0

(b) There exists a real number sequence {g∗
n } and sequence {u∗n } in (a), solving

AOE (8); that is, {(g∗
n , u

∗
n ), n = 0, 1, . . .} is a solution to AOE (8).

gn + un(x) = sup
a∈An(x)

{
rn(x , a) +

∫
Sn+1

pn(dy |x , a)un+1(y)

}
(8)

(c) The elements u∗n in (b) have some properties.
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Theorem 3

Under Assumption A, with the {(g∗
n , u

∗
n ) : n ≥ 0} as in Theorem 2, the

following assertions hold.

(a) V ∗(x) = lim supn→∞
g∗
0 +g∗

1 +···+g∗
n

n+1 for all x ∈ S0.

(b) For any ϵ > 0, there exists a Markov policy π∗ = {f ∗n } satisfying

rn(x , f
∗
n (x)) +

∫
Sn+1

u∗n+1pn(dy |x , f ∗n (x)) ≥ g∗
n + u∗n (x)− ϵ (9)

and V (π∗, x) ≥ V ∗(x)− ϵ for all x ∈ S0; This means that π∗ is

ϵ-optimal.
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Assumption B

To achieve the existence of a Markov optimal policy, besides Assumption A, we

need the standard continuous-compact conditions.

For each n ≥ 0, x ∈ Sn, and every D ∈ B(Sn+1),

(1) An(x) is compact; and

(2) rn(x , a) +
∫
Sn+1

u(y)pn(dy |x , a) is continuous in a ∈ An(x) for any

u ∈ Mb(Sn+1).
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Theorem 4

If Assumptions A and B hold, then we have the following assertions.

(a) There exist a number sequence {g∗
n } and a sequence {u∗n} of Borel

measurable functions u∗n satisfying AOE (8) for all n ≥ 0 and x ∈ Sn.

(b) There exists a Markov policy π∗ = {f ∗n } ∈ Πd
m such that for all x ∈ Sn

and n ≥ 0,

rn(x , f
∗
n (x)) +

∫
Sn+1

u∗n+1(y)pn(dy |x , f ∗n (x)) = g∗
n + u∗n (x). (10)

(c) The Markov policy π∗ in (b) is optimal.
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Thanks!
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